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This paper deals with applications of generalized inverses (g-inverses) 
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associated with g-inverses. An example is shown which gives the 

general solutions of a consistent system of linear equation through the 

help of g-inverse. 
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Introduction:- 
When the ordinary inverse of a square matrix cannot be used for the solution of the linear equations, we can use the 

g-inverse and M-P g-inverse of the singular or rectangular matrices for the solutions of the systems of linear 

equations.  

 

Theorem 1.  A necessary and sufficient condition for the equation CBA 
 to have a solution is 

CBACBA  )(  in which case the general solution is  

                              ACBBYBAAYX  
 ,     where Y is arbitrary. 

 

Proof.   
  ACBBABBXBAAAXBAC       

                                                                              (1) 

 Since   CXBA 
. 

Conversely, if (1) holds, then ACBX  is  a particular  solution of  CXBA 
 

Now any expression of the form BYBAAYX  satisfies 0XBA  beacause 
  BBYBAAYA ][  =  

  BBYBAAAYBA  

                        = 
  YBAYBA  

                                                                                        = 0. 

The general solution of a non-homogeneous equation CXBA 
 is equal to the general solution                                     

of A +
Y B +

 =0 + a particular solution of A +
X B +

 = C. Hence the general solution of CXBA 
 is given by  
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ACBBYBAAYX  
where Y is arbitrary.  

                                                                                                                                   

Theorem 2. If P = 








B

A
 and P

−1
 = [X Y] then A X = I and B

+
X =0 have a unique common solution given by                     

X = (I− B B +
)( A − ABB +

 )
+   

. 

 

Proof.                                                
  ))(( ABBABBIAAX  

= 
  ))(( ABBAABBA  

= I 

 
  ))(( ABBABBIBXB  

            = 
  ))(( ABBABBBB  

= 
  ))(( ABBABB  

                                                                     = 0. 

 

Theorem 3. If  DCQ   and Q −1
= 









T

Z
 then IZC  and 0ZD have a unique common solution given by 

).()( DDIDCDCZ    

 

Proof.                                               DCZC  ( + DC )
+
( DI  + D ) 

=( DC  + DC )
+
( DC  + D C ) 

                                                                 = I  

 

                                                    ZD +  
 = DC ( + DC )

+
( DI  + D ) D +

 

= DC ( + DC )
+
( D + 

− D + D D +
) 

                                                                 = DC ( + DC )
+
( D +  

− D +
) 

                                                                 = 0. 

                                                                                                                                        

Theorem 4. If IAX   and 0BX then )( XBAS   is hermitian iff  ABX  +
 where 










B

A
P  and 

    [   ] . 
 

Proof.  First suppose that )( XBAS  is hermitian, then 

                        )( XBAS  = 
 )]([ XBAS = 

 )( XBA S 
 

                  BXBASA ))(( 


 = 
 BSXBAA )(  =

 )()( BSXBAA .                                                 (2) 

   Now PP −1
 = 









B

A
[ S  T ] = 









BTBS

ATAS
 = 









10

01
 

IBTAS   and  0 BSAT ,  so,  
)(BS  =0. 

 

Thus (2) gives                                                    
 BXBASA ))(( = 0 

   or,                                                                    
 BXBAAS ))(  

=   0  
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    or,                                                                       
 BXBAI )(     =   0 

     or,                                                                    
 BXBA )(       =   0 

     or,                                                                     
AB  − 

XBB     =    0 

     or,                                                                                     XBB *
 = AB *  

. 

 

Let 
BB  be non-singular, then (

1)( BB  
exists and  

 

                                
  ABBBABX 1)( = AB +

, since 
 BBBB 1)( . 

Conversely,                     if ABX  +
 then )( XBAS   is hermitian. 

 

Because )( XBAS   = ABAS ( + B ) and IAS  and 0BS have a unique common  

solution given by  

 

                                                    BIS  ( + ABAB )( + )B +
   

                               )( XBAS   = BI ( + ABAB )( + )B +
 ABA( + )B  

                               
 )]([ XBAS  =  

  )]())([( BABABABABBI  

                                                        = 
  )(])[()[( BBIBABABABA  

                                                          =  )()]()[( BBIBABABABA    

                                                                                                             since ( BI  + )B is hermitian. 

                                                           = ABA( + )B + 
 ABA( + )B  BI ( + )B . 

                                                                                                                                  

                                                                                                                                      

Theorem 5.  If IZC  and 0ZD  then LDZC )(   is hermitian iff  DZ  +
 C  where  DCQ   and  

Q −1
 = 









M

L
. 

 

Proof.   First suppose that LDZC )(   is hermitian then 

      LDZC )(   =
  )(}])[( DZCLLDZC  

CDZCLDCDZCLDCLDZCD   )()()())(( .                                                                   (3) 

Now                                  Q −1 Q = 








M

L
 DC  = 









MDMC

LDLC
 = 









10

01
 

                                    IMDLC    and 0 MCLD .  So, 0)*( LD . 

 

Thus (3) gives                                              0))((  CLDZCD  

   or,                                                                0)(  LCDZCD  

   or ,                                                                    0)(  IDZCD  

or,                                                                                    0)(  DZCD  

or,                                                                                 0  DZDCD  

 or,                                                                                           CDDZD   . 

 

Let,                                                  DD
 be non-singular then (

1)DD exists and 
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                                          CDCDDDZ   1)(  since  
  DDDD 1)(  

 

Conversely,                                     if CDZ   then LDZC )(  is hermitian. 

 

Because                                        LCDDCLDZC )()(     and  

ILC  and 0LD  have a unique common solution given  by 

                                                              )()(   DDICDDCL  

                                           ).())(()(   DDICDDCCDDCLDZC  

 

Also   

                                           
  )]())([(])[( DDICDDCCDDCLDZC  

                                                                     = 
  )(])[()[( CDDCCDDCDDI  

                                                                                                                     since (
 DDI ) is hermitian. 

                                                                      = 
  )())([( CDDCCDDCDDI . 

 

Theorem 6.  Consistent equations yAx   have a solution x = yA
 iff  .AAAA 

      

Proof.  If yAx   are consistent and have x = A − y  as a solution, write ia  for the i-th column of A  and 

consider the equations iaAx  . They have a solution, the null vector with its i-th element set equal to unity. 

Therefore, the equations iaAx   are consistent. 

 

 Furthermore, since consistent equations yAx  have a solution x = A − y , it follows that consistent equations 

iaAx  have a solution iaAx  and this is true for all values of i, i.e , for all columns of A . Hence  

.AAAA 
 

 

  Conversely, if AAAA 
, then AxAxAA 

and when yAx   this gives yyAA 
, 

i.e  .)( yyAA 
 

                                Hence yAx   is a solution of yAx   and the theorem is proved. 

 

Theorem 7.  If A  has q  columns and if A −
 is a generalized inverse of A , then the consistent equations 

yAx   have the solution x ,)( zIAAyA  
, where z is an arbitrary vector of order q . 

Proof. We know  

                                                          xA  = zAAAAyAA )(  
  

                                                               =  ,yAA
 since AAAA 

  

                                                                  = y  ;  since yyAA 
 

i.e.     x  satisfies yAx   and hence is solution. 

                                                                                                                                                       

 Example.  We have to find a particular solution and also the general solution of the following system of linear 

equations by using generalized inverse: 
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.22453

62

14332

4321

4321

4321







xxxx

xxxx

xxxx

 

 

Solution. The given system of linear equations can be written in matrix-form as  

 

                                                      

















4153

2111

3132























x

x

x

x

4

3

2

1

=

















22

6

14

                                                                              

(4) 

Let 

                                                          A =

















4153

2111

3132

,  x =























x

x

x

x

4

3

2

1

and  y =

















22

6

14

 

 

   The system (4) can be written as 

                                              

                                                                yAx  .                                                                                                  (5) 

 

First, we will find out the generalized inverse of A  for which we need the rank of A . Reduce the matrix A  to  

row –echelon form by the elementary row operations. 

 

A =

















4153

2111

3132

 

~

















4153

3132

2111

 

~ 





















2220

1110

2111

 

~



















0000

1110

2111

 

 

This matrix is in row echelon form and has two non-zero rows. So, rank of A  is 2. Now let us partition the matrix 

A  in the following way: 
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A =

















4153

2111

3132

    

                            =














AA

AA

2221

1211  where  









11

32
11A  

 

Since, 
11

32
11 A  = 2−3 = −1 0 

 

1

11


A  exists and   

1

11


A = 













21

31
. 

Hence a g-inverse of A is  

A =

























000

000

021

031

. 

 

Thus a particular solution of the system is  

 

x =























x

x

x

x

4

3

2

1

 =

























000

000

021

031

















22

6

14

=





















0

0

2

4

. 

 

 .0,0,2,4 4321  xxxx  

 

 Now we will find out the general solution of the given system. 

 

When A  has q  columns and 
A  is a generalized inverse of A , then the consistent system yAx   have 

solutions x ,)( zIAAyA  
 where z is any arbitrary vector of order q. 

 IAA  

























000

000

021

031

−

















4153

2111

3132
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=



























1000

0100

1100

3200

 

Therefore, the general solution of the linear system is 

 

                                     x ,)( zIAAyA  
  

=





















0

0

2

4

+



























1000

0100

1100

3200























z

z

z

z

4

3

2

1

=





















0

0

2

4

+































z

z

zz

zz

4

3

43

43 32

 

or,                                       























x

x

x

x

4

3

2

1

=































z

z

zz

zz

4

3

43

43

2

324

 

 





















44

33

432

431

2

324

zx

zx

zzx

zzx

  for any values of  3z    and   4z . 
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