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Demand forecasting in supply chains is essential for efficient inventory 

management, production planning, and cost optimization. Traditional 

time series models, such as Autoregressive Integrated Moving Average 

(ARIMA), are effective in modeling linear relationships but often fall 

short in handling the nonlinear complexities characteristic of volatile 

demand patterns. Conversely, deep learning models like Long Short-

Term Memory (LSTM) networks have proven adept at capturing 

intricate temporal dependencies, though they are computationally 

intensive and require substantial data. This study introduces a hybrid 

ARIMA-LSTM framework that leverages the linearity strengths of 

ARIMA in conjunction with LSTM’s capacity for learning non-

stationary, nonlinear patterns. The hybrid model decomposes the 

demand series, modeling linear trends with ARIMA and residual 

nonlinear components with LSTM. Empirical evaluations of real-world 

supply chain data reveal that this integrated architecture outperforms 

standalone ARIMA and LSTM models, achieving superior predictive 

accuracy and robustness in handling demand variability. Our findings 

underscore the hybrid model's potential as an advanced predictive 

solution for dynamic, data-driven supply chain management. 
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Introduction:- 
Demand forecasting is a cornerstone of effective supply chain management, influencing inventory levels, production 

schedules, and cost efficiency. Accurate forecasting allows companies to balance supply with demand, minimizing 

excess inventory costs and avoiding stockouts that can disrupt service and customer satisfaction. Traditionally, 

statistical models such as Autoregressive Integrated Moving Average (ARIMA) have been widely employed for 

time series forecasting due to their capability to capture linear trends and seasonality. However, these models are 

inherently limited in handling the nonlinear complexities present in real-world supply chain data, especially when 

demand patterns are influenced by external factors and exhibit high volatility. 

 

In contrast, deep learning models, particularly Long Short-Term Memory (LSTM) networks, are designed to learn 

complex temporal dependencies and nonlinear patterns in sequential data. While effective, LSTMs require large 

datasets and significant computational resources, which can be a constraint in certain supply chain applications. To 

address these limitations, this study introduces a hybrid ARIMA-LSTM model, combining the linearity-handling  

strengths of ARIMA with the nonlinear adaptability of LSTM. Composing time series data into linear and residual 

components enhances predictive accuracy and adaptability, making it well-suited for dynamic demand forecasting in 
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complex supply chains. Through empirical testing, this hybrid model shows the potential to improve forecast 

accuracy and operational responsiveness in volatile market conditions. 

 

ARIMA Model 

ARIMA is a widely used statistical method for time series analysis. It is particularly effective for univariate time 

series data that exhibit stationary patterns. The model consists of three main components: Autoregression (AR), 

Integration (I), and Moving Average (MA). The ARIMA model, often specified as ARIMA (p, d, q), is defined by 

parameters p, d, and q, representing the order of the AR, differencing, and MA processes, despite its effectiveness in 

linear scenarios, ARIMA models are limited in their ability to capture complex nonlinear relationships. 

 

LSTM Model 

LSTM networks are Recurrent Neural Networks (RNN) capable of learning long-term dependencies in sequential 

data. LSTM cells consist of gates to control the flow of information, making them suitable for time series 

forecasting tasks with significant lags between events. LSTM networks have proven effective in capturing nonlinear 

patterns and have been used extensively in demand forecasting for complex datasets. However, LSTM models 

require large amounts of data for training and are computationally intensive. 

 

Hybrid ARIMA-LSTM Models 

Hybrid models aim to combine the advantages of both ARIMA and LSTM. The ARIMA component captures linear 

dependencies, while the LSTM component captures nonlinear patterns. This synergy addresses the limitations of 

each model when applied independently. The hybrid ARIMA-LSTM model proposed in this research decomposes 

the time series into linear and nonlinear components, with the ARIMA model forecasting the linear trend and the 

LSTM model capturing residual nonlinear patterns. 

 

Methodology:- 
This study presents a hybrid ARIMA-LSTM model designed to improve demand forecasting accuracy within supply 

chains. The methodology combines ARIMA's capabilities for modeling linear patterns and seasonality with LSTM’s 

ability to capture nonlinear temporal dependencies in the data. The model is applied to a real-world dataset—the 

Walmart Retail Sales Forecasting dataset—which provides weekly sales data across multiple stores and 

departments. This dataset is particularly suitable due to its high variability, seasonality, and complexity, offering a 

robust test environment for the hybrid model's capabilities. 

 

2.1. Data PreprocessingWe focused on a subset of the Walmart dataset that includes weekly sales data for a single 

department across several stores over two years. The dataset is partitioned into a training set (80%) and a test set 

(20%) to validate the model's predictive capabilities.Missing values are imputed using forward filling,Outliers are 

identified using interquartile range (IQR) thresholds and capped to improve model stability without distorting 

underlying trends. 

 

2.2 Transformation and NormalizationARIMA requires a stationary time series. We applied first-order 

differencing to achieve stationarity, verified through the Augmented Dickey-Fuller (ADF) test. All numeric 

variables are then normalized to a range of [0, 1] to improve convergence rates in the LSTM component. 

 

2.3 Model DesignThe hybrid ARIMA-LSTM model operates in a two-stage process: 

2.3.1 ARIMA Model for Linear ComponentsThe ARIMA model is first fitted to the time series to capture linear 

trends and seasonality. Using the Akaike Information Criterion (AIC), optimal parameters p, d, and q are selected 

for the ARIMA component. For our dataset, ARIMA (1,1,1) achieved the lowest AIC score, indicating a strong fit 

for capturing baseline linear relationships.The ARIMA model produces residualscalculated by subtracting the 

ARIMA-predicted values from the actual values. These residuals represent the nonlinear variations unexplained by 

ARIMA and serve as the input for the LSTM model. 

 

2.3.2 LSTM Model for Nonlinear ResidualsThe LSTM network is designed to capture nonlinear dependencies in 

residuals. It consists of the input layer,which receives the residual time series. 

 

LSTM layers: Two LSTM layers with 50 and 30 hidden units, respectively, to capture long-term dependencies. 

Dropout layers: Dropout rate of 0.2 to mitigate overfitting. 

Dense layer: A single dense output layer for final prediction.  
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The LSTM model is trained using the Adam optimizer with a learning rate of 0.001 and Mean Squared Error (MSE) 

as the loss function. The network is trained over 100 epochs with a batch size of 32. 

 

3. Model Integration 

The final forecast is generated by summing the predictions from the ARIMA and LSTM models: 

 

ForecastHybrid=ForecastARIMA+ForecastLSTM 

 

3.1 Evaluation Of Metrics  

For comparison, we implemented standalone ARIMA and LSTM models and a Seasonal ARIMA (SARIMA) model 

to assess performance improvements. After training the models, performance on the test set was recorded as follows: 

 

Model 
MAE RMSE MAPE (%) 

ARIMA 1024.7 1358.2 14.8 

LSTM 873.5 1092.3 12.3 

SARIMA 995.4 1281.9 13.5 

Hybrid ARIMA-LSTM 738.2 926.1 9.7 

Table 1:- Comparison of ARIMA, LSTM, and SARIMA models with hybrid model.  

 

The hybrid ARIMA-LSTM model achieved the lowest MAE, RMSE, and MAPE, indicating superior predictive 

accuracy over standalone models. This performance improvement underscores the hybrid model’s effectiveness in 

capturing linear and nonlinear demand patterns. 

 

Analysis of Forecast Results:- 
The visualization below compares the actual weekly sales against the predicted values from the hybrid ARIMA-

LSTM model, standalone ARIMA, and standalone LSTM models. The hybrid ARIMA-LSTM model closely tracks 

the fluctuations in actual sales, particularly during high-demand periods, showing enhanced predictive accuracy. In 

contrast, the standalone ARIMA model tends to miss these peaks due to its linear assumptions, while the LSTM 

model displays more variability around the trend, capturing some but not all fluctuations accurately 

 

 
Graph 1:- Visualization of Actual VS Predicted weekly sales. 
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Residual Analysis 

Residual analysis indicates that the hybrid model reduces prediction errors significantly, particularly in periods of 

increased demand volatility. The residual distribution for the hybrid model is centered around zero with reduced 

variance, suggesting that it effectively minimizes forecasting errors by accounting for nonlinear patterns missed by 

ARIMA. 

 
Graph 2:- Bar chart comparison of the distribution of ARIMA and Hybrid model residues. 

 

Error Analysis 

Residual analysis reveals that the ARIMA model captures general trends well but underperforms during periods of 

high demand volatility. The LSTM component, however, effectively models these fluctuations by learning from the 

residual patterns. The combined model reduces errors during peak demand periods, which are critical for supply 

chain optimization. 

 

Scalability and Computational Complexity 

While the hybrid model provides high accuracy, it requires more computational resources than standalone models, 

primarily due to the training requirements of the LSTM component. To improve scalability, parallel processing 

techniques and model optimization are suggested. 

 

4. Future Work 

Future research could explore: 

 Extending the model to include exogenous factors (e.g., economic indicators, competitor actions). 

 Developing real-time demand forecasting systems using online learning approaches. 

 Integrating advanced deep learning architectures, such as attention mechanisms, to further enhance model 

accuracy. 

 

5. Conclusion:- 
This research demonstrates the effectiveness of a hybrid ARIMA-LSTM architecture for dynamic demand 

forecasting in supply chains. By combining ARIMA’s linear forecasting abilities with LSTM’s nonlinear learning 

capacity, the hybrid model improves predictive accuracy and adapts to volatile demand patterns. The proposed 

approach outperforms traditional methods, reducing forecast errors and providing supply chain managers with a 

powerful tool for demand planning. 

 

The hybrid ARIMA-LSTM model provides a robust approach for dynamic demand forecasting in complex supply 

chains. Empirical results demonstrate its superior predictive performance over traditional models, achieving 

substantial improvements in error metrics. By effectively combining linear and nonlinear modeling capabilities, the 
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hybrid ARIMA-LSTM framework addresses the inherent complexities of in-demand data, enabling better inventory 

management and production planning. 

 

Future research can further enhance this approach by integrating external factors, such as promotional activity or 

macroeconomic indicators, and exploring advanced hybrid configurations, such as Transformer-LSTM architectures, 

for enhanced adaptability in highly dynamic environments. 
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