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SIS (Single Instance Storage) Framework is used in combining data from 

multiple sources into one comprehensive and easily manipulated database. 

The primary aim of SIS Framework is to provide a business with analytics 

results from data mining.SIS is designed to provide an architecture that will 

make social data accessible and useful to users. The deduplication process is 

finding duplicate records or redundant data when comparing with one or 

more database or data sets .This information is too costly to acquire because 

of which SIS process getting more attention nowadays. In data cleaning 

process removing redundant records in a single database is a difficult step, 

because outcomes of large data processing or data mining may get greatly 

influenced by duplicates data. As the database size increasing day by day the 

matching processes complexity becoming one of the major challenges for 

SIS Framework. The basic steps in implementing SIS include Blocking, 

Selection and classification. Semantic similarity is used for Blocking. The 

selection consists of: Sample selection, redundancy removal. The 

intermediate Subsets is given to the classifier after feature selection using 

Principle Component Analysis (PCA). Classification is done to efficiently 

identify the most ambiguous data in the training set. 
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Introduction:-  

With the rapid development of internet, demand of online data analysis becomes key role in all areas. Sentiment 

analysis and Opinion mining involves the study of opinions and its related concepts such as sentiments, evaluations, 

attitudes and emotions. In IT business field databases play an important role. Many operations and decisions are 

carried out on the basis of outputs of databases. Therefore quality of information depends on the quality of data, 

implicitly methods which are used to store and to retrieve the data from database Ratnaraja Kumar (2016). In single-

instance storage process we identify references in data records which refer to the same real world entity Ratnaraja 

Kumar (2016). It is one of the crucial steps in data cleaning process. In collective single-instance storage we want to 

find types of real world entities in a set of records which are related. It is a generalization of single-instance storage.   

 

The main difference between SIS and deduplication is SIS-based system is a new version of the file and store a new 

copy of the file each day. A data deduplication system would store only a few records of the database that had 

modified from the previous night's backup Ratnaraja Kumar (2016). 
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The motivation of this work was from the fact that when many a times data lack a unique or global identifier And 

also data are neither controlled nor defined in a continues manner in a different data sources. Storage-based data 

deduplication reduces the amount of storage space needed for a given set of files. The scope of the SIS framework 

lies in number of different methods and techniques for reducing repeated occurrences  of identical data down to a 

single (or at least fewer) instances. The objective of SIS framework lie in simple, concise view on one or more 

selected areas, in support of the decision process .This concise view is constructed by integrating multiple, 

heterogeneous data sources .These data sources contains historical data that spans a much longer time horizon than 

operational databases. The goal of SIS framework is to work with large data sets like in data warehouse. 

 

This Paper includes the related works on identifying the duplicate records using SIS framework and their related 

techniques, the proposed approach, Architecture & Methodology, Results and discussions, Conclusion and 

References. 

 

Related Works and Background Knowledge:- 
This section reviews some of the previous work in this field. The earliest approach to data reduction was data 

compression, which searches for repetitive strings of information within a single file. The other approach was SIS, 

which reduces the amount of storage by recognizing when files are repeated. As a result, users are concerned with 

the integrity of their data. The various methods of SIS data all employ slightly different techniques. However, the 

integrity of the data will ultimately depend upon the design of the SIS system, and the quality used to implement the 

algorithms. SIS process involves removing copies of files. 

 

In the paper Scaling Up All Pairs Similarity Search, the author states that if a large collection of sparse vector data 

with a high dimensional space is given, this research investigate the problem of finding all possible pairs of vectors 

whose similarity score is above a given threshold .Roberto J. Bayardo (2007) An optimization and novel indexing 

strategies solves the problem stated above. Without depending on extensive parameter tuning or approximation 

methods, a simple algorithm is proposed by an author based on above strategies Roberto J. Bayardo (2007) The 

approach proposed by an author is efficient than previous state-of-the-art approach to handle a variety of data sets 

with large speedup and wide setting of similarity thresholds .Merit of this paper: Given a large collection of sparse 

vector data in a high dimensional space, the paper investigate the problem of finding all pairs of vectors whose 

similarity score(as determined by a function such as cosine distance) is above a given threshold Roberto J. Bayardo 

(2007) The paper proposes a simple algorithm based on novel indexing and optimization strategies that solve this 

problem without relying on approximation methods or extensive parameter tuning. The approach efficiently handles 

a variety of datasets across a wide setting of similarity thresholds, with large speedups over previous state-of-the-art 

approaches Roberto J. Bayardo (2007) 

 

The Proposed Approach:- 

The basic Framework of SIS consist of Blocking, Comparison ,Selection and Classification Guilherme Dal 

Bianco(2015) First, a strategy is employed to identify the blocking threshold, and thus produce the candidate pairs. 

The Comparisons stage has to be done in two-stages. In its first stage, SIS produces small balanced subsamples of 

candidate pairs and its second stage the redundant pairs are identified .Once identified the dataset is improvised 

using feature selection using PCA After which classification is done using SVM classifier. The Minimum False Pair 

and True pairs are identified and duplicates record are removed. 
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Fig. 1. Proposed design 

 

 

 

Workflow of Single Instance Storage Framework:- 

(i) The dataset is deployed into database for deduplication process. 

 

(ii) The avoid duplicate pairs we select fixed the threshold. These thresholds are used to split the dataset. This sets 

for consider the separate blocking. 

 

(iii) The next stage is to fix the some attribute based on that fixed attribute to analysis each and every block. 

 

(iv) In Fuzzy region boundaries detection section use a previous remaining matching pair are taken to the fuzzy 

region identification. This identification gets some pairs. 

 

(v)The candidate subset so formed is done clustering with fuzzy c-mean algorithm into two clusters MFP and MTP. 

 

(vi) The dataset so obtained is further improved using Feature Extraction and Feature Selection 

 

(vii) These result pairs again enter into the classification stage. This stage picks the accurate pairs.  

 

 Redundant removal based fetches the matching labeled pair classification finally detect the duplicate 
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Architecture & Methodology:- 
The overall system architecture will clearly give an idea of each module. The basic work flow is shown in Fig 1 

 

A. Blocking:- 

Using semantic similarity Peipei Li, Haixun(2014) the similarity has been calculated. Once calculated the number of 

matching pairs represents a small subset of the dataset. The threshold that is matched must have less matching pairs 

than the total number of records in the dataset. A global threshold is assigned as initial threshold. Now the entire 

dataset is matched to create a set of candidate pairs. The candidate pairs are selected and sorted using their similarity 

values to produce a ranking. 

 

B. Comparison:- 
The ranking so created in the blocking phase is given as input to sample selection. The ranking is divided into levels 

based on similarity value of candidate pairs .Within each level, random selection of candidate pairs are done to 

create samples. This strategy prevents non-matching pairs dominating the samples Ratnaraja Kumar (2016)The 

candidate pairs in each levels are brought together incrementally using rule based active sampling R. M. 

Silva(2014). 

 

Rule Based Sampling: 

In this we have a training set say D,a unlabelled set U={U1 , U2 , U3 , U4 , U5……… , Un }.U is consider as set of 

informative documents that we thought to compose into the training set D.The rules obtained for these documents  

U1 , U2 , U3 , U4 , U5……… , Un  are taken into consideration. 

Case 1:Suppose we add Ui to training set D ,provide Ui belongs to U ,then the no: of rules for document in U that 

shares feature value with Ui wll increase or remain unchanged. 

Case 2:If no: of rules for documents in U don’t share feature values in Ui will remain unchanged. 

So in other words we can say that the no: of rules derived from each document in U can be used to determine an 

approximate of the amount of redundant information between documents already in D and those for document U 

 

C. Fuzzy Region Boundaries:- 

In this phase, the training set is created by the selection phase which is used to detect the fuzzy region boundaries R. 

M. Silva(2014). This region is detected by using manually labeled pairs which are selected by from each level. The 

pairs labeled by the user may result in MTP and MFP. Sometimes this MTP and MFP are far from users expected 

position R. M. Silva(2014).So MTP and MFP are assuming to be defined within fuzzy region boundaries. The 

similarity value of MTP and MFP identifies alpha and beta values. Then the fuzzy region is formed by all the 

candidate pairs within a similarity values between alpha and beta values R. M. Silva(2014). 

 

D. Clustering:- 

Here we divide the subset candidates into two sets by labeling them into MFP and MTP .Fuzzy Cmeans is used in 

clustering. 

 

E. Selection:- 

The candidate sets obtained after processing are  further selected so as it is  believed to be redundant, relevant and 

free from noise. Feature extraction is done using the following concept. 

1. Increase the no: of occurrence within a document 

2. Increase the rarity of the term in the collection. 

 

During feature selection the pattern are represented as feature vectors. The idea of feature selection using PCA 

Ashish Singhalt Proceeding (2011) is to find a good subset of features. For dimensionality reduction, project the data 

onto a lower dimensional subspace. 

 

F. Classification:- 
The dataset so obtained is given to SVM classifier to predict the correctness of the  predicted data. The system 

architecture further explains the work flow of SIS architecture. 
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Results and Discussions:- 

My paper discusses on removing the duplicate and redundant data from backups like data warehouses. The paper 

discuses a novel idea in the data cleaning process which is primarily stage in Data mining. Once the proposed work 

is carried out on data set, the result Figure 2 you obtain will contain only a single occurrence (instance) of the data in 

the entire data set. In other words only a single occurrence of the data will be stored in the data warehouse. 

 

The paper proposes a new advance novel approach of SIS framework for finding large scale deduplication. The 

proposed SIS framework [Figure 1] is able to select a very small, non-redundant and informative set of examples 

with high effectiveness for data warehouses. In the second stage a rule-based active sampling strategy, which 

requires no training set (as required in classifier committees), is incrementally applied to the selected balanced pairs 

to reduce redundancy. The performance analysis is done through precision-Recall Figure 3b.The Precision recall 

increases as the no of data increases due to which we can claim the work to be scalable. 

 

 
 

Fig. 2. Classification Output: Non-redundant Pairs 

 

 

 
a) During Manual Labeling in candidate pairs 



ISSN NO 2320-5407                        International Journal of Advanced Research (2016), Volume 4, Issue 8, 120-125 
 

125 

 

 

 

 

 

 

 

 

b)  Clustering: For Labeling in candidate pairs 

 

Fig. 3. Comparison of Recall and Precision  

 

 

Conclusion 
The Single Instance storage strategy deals with the idea of removing the manual labeling effort of users while 

working on datasets. The Sample Selection stage selects small sub samples randomly of candidate pairs where as in 

the next stage removes redundancy sub samples that are incrementally analyzed Vishnu Priya Paramasivam(2015) 

The candidate pairs are driven through Feature Extraction and Feature Selection phases and then given to classifier 

for prediction. The main advancement of this work in the area of de-duplication is the idea of removing manual 

labeling effort and introducing the idea of Feature Extraction and Feature selection. 

Advantages of Proposed work: 

Mostly these data warehouses, datasets are searched by SIS framework, Once duplicate records are discarded, the 

search quality can be enhanced. This architecture ensures time saving and improved productivity. The SIS 

framework aims at identifying entities that are potentially the same in data repository. The quality of SIS framework 

lies in its ability to identify and remove duplicate records as well as efficiency in saving storage space. 

.  
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