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The analysis of data is the most skilled task in the business research process 

which requires the researcher own judgment and skill. The different statistica

l techniques were available to enrich the researcher decision. Choices of appr

opriate statistical techniques were determined to a great extent by the researc

h design, hypothesis and the kind of data that was collected.  These technique

s were categorized into descriptive and inferential statistics. This paper focus

es only on descriptive statistics which summarizes large mass of data into un

derstandable and meaningful form. 
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INTRODUCTION 
 

Statistics is concerned with the scientific method by which information is collected, organized, analyzed and interpr

eted for the purpose of description and decision making. A wider scope and comprehensive definition was framed b

y two well known statistician Croxton and Cowden “Statistics may be defined as the science of collection, presentati

on and analysis and interpretation of numerical data”. It is a sound techniques or method for handling the collected d

ata, analyzing the data and used for drawing valid inferences from them.  

There are different statistical approaches available to a researcher. Choices of appropriate statistical techniques are d

etermined to a great extent by the research design, hypothesis and the kind of data that will be collected. When the d

ata are collected, edited, classified and tabulated, they are analyzed and interpreted with the help of various statistica

l tools based on the nature of investigation. Thus, the researcher is expected to have basic knowledge of statistics for

 carrying out the systematic analysis as well to provide accurate and precise interpretation of data. 

 

OBJECTIVE OF THE STUDY 
To study the different types of descriptive statistics which are used for describing the data in business research.   

 

METHODOLOGY 

The study was entirely based on secondary data. The required data for the present study were collected from seconda

ry source such as books. 

 

TYPES OF STATISTICAL METHODS 
The statistical methods adopted for such analysis falls into two categories  

1. Descriptive statistics, and 
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2.  Inferential statistics. 

Descriptive Statistics focuses on summarizing and describing the characteristics of a data set while no attempt is m

ade to analyze and interpret the data. The methods of descriptive statistics include graphic methods such as bar chart

s, line graphs and pie charts as well as numeric measures which includes measures of central tendency, dispersion, s

kewness and kurtosis. Inferential Statistics on the other hand consist of methods which are used to make inferences

 about population characteristics on the basis of sample results. They are also known as sampling statistics which is 

concerned with the process of generalization. It is further categorized as parametric or non-parametric. Parametric st

atistics is based on the assumption that the population is normally distributed while non-parametric statistics based o

n which data are collected on a nominal or ordinal scale. This paper focuses on the descriptive statistics for which th

e different methods of descriptive statistics are summarized as follows. 

TYPES OF DESRIPTIVE STATISTICS 
The process of data analysis begins with the application of descriptive statistics. Descriptive statistics provides simpl

e summaries of the sample rather than learning the population characteristics from which the sample was ought to re

present. It further permits the researcher to significantly describe many pieces of data with a few indices. The major 

types of descriptive statistics are measures of central tendency, measures of dispersion, measures of asymmetry and 

measures of relationship. 

1. Measures of Central Tendency 

The term ‘Central Tendency’ refers to the middle point of all observations. The observations for most of the data set 

shows a distinct tendency to cluster on a value which falls somewhere in the middle value of observations which is k

nown as the central tendency. It provides a single value to represent the average characteristics of its distribution. Th

e methods which are employed for measuring the values are known as measures of central tendency which is also kn

own as statistical average. 

Measures of central tendency are useful for reducing the complexity of the data. They summarize the entire data set i

nto single representative value known as the average. The ‘average’ facilitates comparison between two or more dat

a sets since it represents the entire data set of distribution.  There were different types of measures of central tendenc

y and all of these measures focus on measuring the central location which serve the purpose of summing up the entir

e data into a single representative figure. The most popular measures of central tendency are as follows; 

 The Arithmetic Mean 

 The Median 

 The Mode 

 The geometric Mean 

 The harmonic Mean 

 1.1The Arithmetic Mean 
The most popular measure of central tendency is the Arithmetic mean which is also known as arithmetic average. It 

can be defined as the value (figure) which we obtained by dividing the total values of observation by the numbers of 

observations. For example, the mean of a series 3,5,7,9 is 24/4 = 6. It can be work out by using the given formula: 

For Ungrouped data,        �̅�= 
∑ 𝑋𝑖

𝑛
 = 

𝑋1+𝑋2+……+𝑋𝑛

𝑛
 

 

For Grouped data,       �̅� = 
∑ 𝑓𝑖𝑋𝑖

∑ 𝑓𝑖
 = 

𝑓𝑖𝑋𝑖+𝑓2𝑋2+⋯..+𝑓𝑛𝑋𝑛

𝑓1+𝑓2+⋯+𝑓𝑛
 

Weighted arithmetic mean can also be calculated,     �̅�𝑤 = 
∑ 𝑤𝑖𝑋𝑖

∑ 𝑤𝑖
 

Where,    𝑋𝑖= Value of the ith item X,i= 1,2,….,n 

     n= total number of items 

     = Weighted item 

     = weight of ith item X 

     = value of the ith item X 

The arithmetic mean is a stable measure of central tendency. Unlike other measures, all the data are taken into consi

derations for finding the perfect representative figure for the data set. Every data set can have one and only mean wh

ich makes it unique from other measures. It is the only common measures in which all the values play an equal role. 

Therefore, it can be greatly affected by any value which has a great difference from other values.  The presence of e
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xtreme values should be avoided to get a perfect mean for a given data set. Otherwise, due to the presence of extrem

e values a mean can be considered as a poor measure of central tendency  

1.2 The Median 
The median refers to the value of the middlemost or most central item in a distribution which divides the distribution

 into two equal parts. Half part comprising all values greater than or equal to the median and the other part comprise

d of all the values smaller or equal to the median. For calculating a median, it is necessary to arrange all the values i

n either ascending or descending order of magnitude. 

For calculating a median from ungrouped data, if the numbers of observation are odd, the middle item of the array +i

s the median. On the other hand, if the numbers of observations are even, the two middle observations should be tak

en and the average (arithmetic mean) of the two selected items will be the median. 

 Median =   
𝑛

2
𝑡ℎ 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 +(

𝑛

2
 +1)𝑡ℎ

2
 

For calculating median from grouped data, the formula is:  

Median = l + 
(

𝑛

2
)−𝑐𝑓

𝑓
 h 

where, l= lower class limit of the median class interval 

cf = cumulative frequency 

f = frequency of the median class 

w = width of the median class interval 

n = total number of observations in the distribution. 

The median is used in the context of qualitative phenomena. Unlike the arithmetic mean, extreme values do not affe

ct the median.  

1.3 The Mode 
The mode is the observations which occur most frequently in the data set. In order to calculate the mode, one has to 

count the number of times various values are occurring in the data set. Like the median and unlike the mean, the mo

de is not affected by extreme values. For example, the mode of the given series 13, 21, 16, 13, 17, 25, 13, 10, 14, 25,

 22, 13, 11, 18, 13 is 13. From this example, we can see that the value 13 is occurring maximum number of times i.e.

, 5 times in  the data set and therefore, the mode is 13. 

The mode can be calculated from the grouped data by: 

 Mode= l +
𝑓𝑚−𝑓𝑚−1

2𝑓𝑚−𝑓𝑚−1−𝑓𝑚+1
𝑋ℎ 

 

Where, l= lower limit of the model class interval 

𝑓𝑚−1= frequency of the class preceeding the mode class interval 

𝑓𝑚+1 =frequency of the class following the mode class interval 

 h = width of the mode class interval  

1.4 The Geometric Mean 
A measure which is employed for measuring the rate of change of variables over time is known as the geometric me

an. Sometimes arithmetic mean is inappropriate for calculating index numbers such as average rate of change, avera

ge growth rate of population, etc whose quantities is changing over a period of time.  In such cases, geometric mean 

must be one of the best averages to which can offer the perfect mean for the data set. Symbolically,   

G= √𝑥1. 𝑥2. 𝑥3 … … . 𝑥𝑛
𝑛

 

 Where, G= Geometric mean 

 𝑥1,𝑥2. . 𝑥3   = values of ‘n’ items 

           ‘n’= number of items 

1.5 The Harmonic Mean 
The reciprocal of the arithmetic mean of reciprocals of the values of its item in the data set is known as the harmonic

 mean. It should be preferred for calculating the average rate, average speed and average price, etc. Symbolically, 

 H = Reciprocals of  

1

𝑥1
+

1

𝑥2
+⋯+

1

𝑥𝑛

𝑛
 

 =  
𝑛

1

𝑥1
+

1

𝑥2
+⋯+

1

𝑥𝑛

 = 
𝑛

∑(
1

𝑥
)
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2.  Measures of Dispersion 

The measures of central tendency focus on measuring the average of a data set and represent it by a single value. Th

ese measures are one of the simplest measurements for finding out the middle point of distribution. However, they ar

e not sufficient to fully explore the characteristics of the entire distribution. For example, two sales distributions may

 have an identical mean but they may have a different variability or dispersion. One may concentrate (cluster) some

where around the middle point while the other may have a widely spread distribution. Such spread may differ from o

ne distribution to another. In this case, measuring the variability of the distribution is required to explore how much t

he values in the data set are dispersed (spread or scattered). 

Measures of dispersion are necessary to test the reliability of an average. The less variability among the values in the

 data set proved the reliability of an average by showing high uniformity of values in the distribution while the high 

variability shows the unreliability of average in the distribution. Moreover, they help to make out the nature and cau

ses of variations which is essential for controlling the variations. Furthermore, they assist the use of other statistical t

ools such as correlation and regression, forecasting, hypothesis testing and so on. Some of the important measures of

 dispersion are 

 The range 

 Interquartile Range 

 Mean Deviation 

 The Variance and Standard Deviation 

2.1 The Range 
The range is the difference between the maximum and the minimum values observed in the distribution. It is based o

n the location of the maximum and minimum scores in the data set. It is denoted by R. 

Range®= (𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑣𝑎𝑙𝑢𝑒𝑠 𝑜𝑓 𝑎𝑛 𝑖𝑡𝑒𝑚 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡 –  𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑉𝑎𝑙𝑢𝑒𝑠 𝑜𝑓 𝑎𝑛 𝑖𝑡𝑒𝑚 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡) 
For example, in a data set 2, 4, 6, 8, 10, 12. The range is the difference between maximum values 12 and the minimu

m values 2 i.e., 12- 2 =10. In other words, the length of an interval which covers the maximum and minimum values

 in the data set is 10. 

The range is easy to calculate and understand. It is quite useful for cases which intended to find out only the extent o

f extreme variation such as temperature and so on. On the other hand, being based only on two values- maximum an

d minimum values, all the other values were failed to consider which makes it unreliable measure for serious researc

h studies. 

2.2 Interquartile Range 

Interquartile range is a measure of dispersion of values in a data set which gives the difference between the third qua

rtile Q3 and the first quartile Q1 i.e., IQR = Q3-Q1. In order to compute this range, quartiles split the data set into fo

ur equal parts Q1,Q2,Q3 and Q4 each containing 25 percent of the observed value. Interquartile range measures the 

data spread in the middle 50 percent of the distribution. Symbolically, 

Interquartile Range(IQR) = 𝑄3 − 𝑄1 

The measure of half the difference between the third and the first quartile is also known as Semi-quartile range or qu

artile deviation. 

 Quartile Deviation (QD) = 
𝑄3−𝑄1

2
 

2.3 Mean Absolute Deviation or Average Deviation 
The degree to which values within a data set deviate from the central values is known as mean deviation. By deviati

on, it refers to the difference between the values of item and average which is taken as a standard such as mean, med

ian and mode which is a representatives of the distribution. In other words, the quantity which is obtained by deducti

ng the average from each item in the distribution is known as the deviation. Even though all the central tendency me

asure can be used as a standard, mean is commonly used because of its mathematical properties. While calculating 

mean deviations, algebraic signs of deviation are ignored (viz. + and -). Symbolically, 

 Mean Deviation =  
∑|𝑚−𝑎|

𝑛
  or 

∑ 𝑑

𝑛
 

  

 Where, m = the variables 

   a= mean  

   n= total number of values  
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2.4. The Variance and Standard Deviation 
The problem of negative signs in mean deviation can be disregarded by squaring them. The square of the deviations 

from mean is computed instead of calculating the values of each deviation from mean. The sum of such squared devi

ation which is divided by the total number of values in a data set is known as the variance. Symbolically, 

 Variance = 
∑ 2(𝑑)

𝑛
 

The Square root of such variance is known as the standard deviation.  It is always computed from the arithmetic mea

n since the sum of squares of deviations is always the least if the deviations are taken from it. Symbolically,  

 Standard Deviation = √
∑ 2(𝑑)

𝑛
 

3. . Measures of Asymmetry (Skewness) 
A distribution of values in a data set which is not symmetrical (normal) is called asymmetrical or skewed. Skewness 

specifies the direction of dispersion as well as the extent to which the items are concentrated around the mean value. 

It is a measure which clearly explains the shape of a distribution.  

A distribution is considered to be symmetrical when the values of mean, median and mode are all same and the curv

e is presented in a perfectly bell shaped which is also describe as a normal curve. In such a normal curve, the skewne

ss is absent but if the curve is distorted whether on the right or the left side presenting an asymmetrical distribution, i

t indicates the presence of skewness. The data can be either positively or negatively skewed. In a positively skewed 

distribution, the curve is distorted towards the right side expressing the values i.e z<m < while in a negatively skewe

d distribution we have z>m> with the curve throwing towards the left side. The absolute skewness can be measured 

by finding the difference between mean and mode. Symbolically, 

  𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑠𝑘 =  𝑀𝑒𝑎𝑛 – 𝑀𝑜𝑑𝑒 

  
The absolute skewness is limited for measuring the values expressed in the same unit as the distribution. Therefore, i

n order to compare the skewness of two or more distributions having different units of measurement, the relative me

asures of skewness must be adopted such as; 

Karl Pearson’s coefficient of skewness is given by 

  𝑆𝑘𝑝= 
𝑀𝑒𝑎𝑛−𝑀𝑜𝑑𝑒 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
 

Bowley’s coefficient of skewness which is based on the relative positions of median and quartiles in a distributi

on and is given by: 

 𝑆𝑘𝑏=
( 𝑄3−𝑀𝑑)−(𝑀𝑑−𝑄1)

(𝑄3−𝑀𝑑)+ (𝑀𝑑−𝑄1) 
 = 

𝑄3+𝑄1−2𝑀𝑑

𝑄3−𝑄1
 

Kelly’s coefficient of skewness which is based on percentiles and deciles and is given by: 

 𝑆𝑘𝑘= 
𝑃10+𝑃90−2𝑃50

𝑃90−𝑃10
 = 

𝐷1+𝐷9−2𝐷5

𝐷9−𝐷1
 

Kurtosis is the measure of flatness or peakedness in the mode region of a curve. It is a fourth device for describi

ng the frequency distribution characteristics. Two distributions having the same average, dispersion, and skewn

ess can still be differentiated by measuring the concentration of values near the mode region which is known as 

kurtosis. Karl Pearson introduced three types of kurtosis such as Leptokurtic Curve which is peaked in nature, 

mesokurtic curve which is neither flat-topped nor peak in nature and Platykurtic Curve which is a flat-toped cur

ve having positive kurtosis. 

4. Measures of Relationship 
So far, the statistical tools describe earlier were focusing on data involving only on one variable i.e., univariate popu

lation. In case of bivariate (two variables) or multivariate (two or more variables) populations, analysis of data whic

h involves two or more variable is often required to describe the extent of relationship between these variables. Such

 a degree of relationship between two or more variables can be measured by using statistical techniques such as corr

elation and regression. 

4.1 Correlation  
A statistical technique which measures degree of relationships between two or more variables is known as correlatio

n analysis. According to Croxton and Cowden, “ When the relationship is of quantitative in nature, the appropriate st

atistical tool for discovering and measuring  the relationship and expressing in a brief formula is known as correlatio

n”. The correlation between two variables is represented by the letter r whose values should vary in between -1 and 

+1. When the value falls in +1 range in the scale, it is a perfectly positive relationship while -1 shows a perfectly neg

ative relationship and 0 shows no relation. In a perfectly positive correlation, the increase in one variable causes corr

esponding increase in the other variable while perfectly negative correlation indicates the decrease in one variable ca
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uses the corresponding decrease in the other variable. There are several methods of applying correlation techniques 

but the most important ones are: 

4.1.1. The Scatter Diagram 
A scatter diagram is represented by a graph which helps the researcher in visualizing the relationship between two v

ariables. It can be obtained by plotting the observed values of two variables x and y in a graph paper where the indep

endent variable values lie on the x axis and dependent variable values on the y axis. A researcher must draw a line th

rough data points enhancing equal number of points lie on either side of the line. This line is used to depicts the type

 of correlation existed among the variables x and y. The straight line represents the linear correlation while the curve

 line represents non-linear correlation. 

4.1.2 Karl Pearson’s correlation coefficient 
Karl Pearson’s correlation coefficient also known as simple correlation is one the most popular method for determini

ng the extent of relationship between two variables. It is based on the following assumptions: 

 For calculating Karl Pearson’s Coefficient, both the variables x and y must be measured on an 

interval or a ratio scale. 

 There is a linear relationship between these variables. 

 The cause and effect relationship existed between the two variables influencing their pattern of 

distributions. 

Karl Pearson’s Correlation coefficient is given by 

 r=
∑(𝑥𝑖−�̅�)(𝑦𝑖−�̅�)

𝑛.𝜎𝑥𝜎𝑦
where,  

                                     𝑥𝑖= ith value of x variable 

 �̅�= mean of x 

 𝑦𝑖= ith value of y 

 �̅�= mean of Y 

 𝑛 =number of pairs of observations of x and y  

 𝜎𝑥=standard deviation of x 

 𝜎𝑦=standard deviation of y 

  

4.1.3 Spearman’s Rank Correlation Coefficient 
British Psychologist Charles Edward Spearman developed this method in 1904 for determining the degrees of correl

ation between two variables which consist only of ordinal data. Ranks are given to the different values of variables e

ither in ascending order or descending order to determine the similarities or dissimilarities of the two set of ranks. Sy

mbolically, 

 𝑟𝑠= 1 - {
6 ∑ 2𝑑𝑖

𝑛(𝑛2−1)
} 

Where,  𝑟𝑠= Spearman’s rank correlation coefficient 

 𝑑𝑖= the difference between a pair of ranks 

 n = number of paired observations. 

4.2. Regression 

A statistical technique which determines the functional (or algebraic) relationship between two variables is known as

 regression. It is presented in the form of an algebraic equation whereby the value of one variable (dependent) is pre

dicted or estimated based on the value of the other variable (independent). Regression determines the cause and effe

ct relationship between two variables which indicates that the change in the value of an independent variable also ca

uses a change in the value of the dependent variable. Regression can be either simple (deals with two variables) or m

ultiple (deals with two or more variables) in nature. 

 

4.2.1 Simple Regression Analysis 
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The relationship between two variables that is, the independent variable and dependent variable which are expressed

 in a linear function or straight line is known as simple regression. The straight line is a regression line which is term

ed as the ‘line of best fit’ where the difference between the actual and estimated value is minimum. The line can be r

epresented by the equation  

 Y= a + bX 

From the above equation, y is the dependent variable whose value is estimated from the independent variable x. ‘a’ i

s known as the y-intercept of the place at which the line crosses the y-axis while ‘b’ represents the slope of line acro

ss the group. By adopting least squares method the ‘a’ and ‘b’ in the regression line can be calculated by: 

 b= 
𝑁(∑ 𝑋𝑌)−(∑ 𝑋)(∑ 𝑌)

𝑁(∑ 𝑋2)−(∑ 𝑋)2  

 a= �̅� −  𝑏�̅� 

Once the value of ‘a’ and ‘b’ are determined, the regression line must be fitted to the data by using least square meth

od with the purpose of achieving the best fit by minimizing the difference between the actual and estimated value of 

Y. Therefore, the estimated value of y will be represented by 

 𝑌𝑒= a + bX 

 

 

 

4.2.2 Multiple Regression Analysis 

Unlike simple regression, multiple regression deals with two or more independent variables in an equation. The equa

tions which describes the relationship between one dependent variable and two or more independent variables is kno

wn as multiple regression equation. Symbolically, 

Y= a + 𝑏1𝑋1+𝑏2𝑋2 

From the above equation, we have two independent variables and , Y as dependent variables and three constants a, a

nd . The increase in independent variables (and  shows a high degree of correlation between themselves creating a pr

oblem which is described as a problem of multicollinearity. Such a problem can reduce the reliability of regression c

oefficients (namely and ) therefore it is suggested to use only one set of independent variable for making estimation. 

 

CONCLUSION 

Data, facts and figures are silent but they do have complexities. The important characteristics hiding beneath them c

an be explored by using systematic analysis. It is always crucial for the researcher to have a careful planning of an a

nalytical framework to ensure appropriate techniques are applied for the appropriate research. 
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