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Previous studies showthat neural networks are implemented on 

various problemssuch as regression and classification successfully. 

Optimization process of a neural network is highly in accordance with 

unconstrained optimization theory and many efforts have been done to 

accelerate this process. Particularly, various algorithms have been 

developed by numerical optimization theory to speed up neural 

network optimization. Additionally, conventional innovative 

approaches like variable learning rate or momentum lead to a 

considerable improvement in this regard. In this paper, first, we 

introduced optimization techniques in neural networks and then, 

compared the methods in three problems of parity-n, alphabetic fonts, 

and Monk. We attempted to conduct a study at a large scale on 

performance of the presented algorithms and identify their probable 

advantages.  
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Introduction:- 
There are many optimization techniques which are appropriate to optimize neural cost functions and neural 

architectures. We hope that the present article can pave the way for further researches in this regard although, global 

optimization is not the only solution for local minima problem.  

 

One of the simplest and most commonly used techniques is the method based on momentum terms added to 

gradient. This method has been widely discussed in all books related to neural networks [1, 2, 3, 4, 5, and 6]. 

Although using momentum does not lead to a global optimum, it can be helpful to avoid weak local solutions. 

Maybe the most obvious and less common method to find optimal solution is based on initialization which is 

followed by gradient optimization [7, 8 and 9]. Initialization method should make adaptive parameters close to 

global optimum.  

 

Accidental initialization or biases and small weights which are usually used for neural networks may not be 

adequate in case of large optimal parameters. In a series of experiments, Hochreiter and Schmidhuber [10] observed 

that high number of iterations in accidental initialization (guessing weights) leads to faster convergence compared to 

using complex versions in gradient method.  

 

Gradient optimization methods usually cannot compensate bad initials for weights and biases and get caught in local 

optima. A good strategy might be to use accidental weights as soon as optimization process slows down. Using a 

good initialization or a non-linear global optimization method may be a better strategy.  
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Direct method of finding optimum structures is defined as to use “educated guess” for good structures and then, 

select structure with higher probability. Some optimization methods such as genetic algorithm [11] or simulated 

annealing [12] are employed to produce new data architectures through high-quality previous data estimation 

(fitness in genetic terminology). This strategy is based on the assumption that data - which is measured by error in 

optimization in validation set- is a in form of a smooth function of adaptive parameters or data topology.  

 

Adding a neuron or omitting a relation and subsequently, re-optimizing data should not have a significant effect on 

data quality. If objective function is chaotic, all optimization methods are hindered finding global optimum. 

However, since the performance of many neural architectures are investigated and the best one is selected, such 

strategy may create data with higher quality compared to given data quality. Investigating hypotheses about the 

smoothness of data and describing characteristics of the space of all possible architectures, whether theoretically or 

via simulation, shall be of interest to researchers.  

 

Maybe it is a probable accurate prediction. Although optimization can solve some problems which are beyond back 

propagation algorithm, the best error minimization method cannot compensate the defects of selected data or 

mathematical model.  

 

For example, assume classification limits are that are clearly presented by two hyperplanes with a simple logical rule 

((𝑥1 > 1) ∧ (𝑥2 > 1)) but, there is no way to precisely present them using the sum of two soft sigmoidal functions 

in Multilayer Perceptron (MLP) data. Increasing sigmoidal functions ranges to present decision borders in vicinity 

of point (1,1) leads to issues with back propagation optimization or gradient-based methods. It is due to the fact that 

the volume of input space in which sigmoids are changing (and gradients are non-zero) is rapidly decreasing.  

 

In limit sigmoidals, functions are changed into step-functions but gradient techniques like back propagation cannot 

be employed to create such transition. Accordingly, for some of optimization sets, no changes will lead to accuracy 

improvement in gradient-based optimization law or data architecture. Most of total optimization techniques have not 

such disadvantages and can optimize slopes as well as other adaptive parameters without facing numerical 

instabilities.  

 

A good example in real world is hypothyroid dataset [13] and its best optimized MLPs have still an error about 1.5% 

[14];while, logical rules [15] decrease this error down to 0.64% (since 3428 cases were provided for testing, this 

improvement is considerable). Most of researches focus on neural networks on data architectures and optimization 

rules but selecting neural selection functions may have a significant effect on the complexity and performance of 

neural models performance [16]. 

 

Selecting optimization technique can lead to a considerable improvement in data quality as well as improvement in 

convergence speed of optimization algorithm. Substituting gradient-based back propagation algorithms [18 and 19], 

using smaller and more compressed neural networks, with global optimization [17] can makes much complicated 

problems feasible.  

 

For instance, using a new mixed method of local gradient method and search space global exploration,Wah and 

Shang [20] found appropriate solutions for two-spiral benchmark problem only through 4-6 latent neurons. 

Previously, the smallest MLPs (which were constructed using cascade correlation algorithm [21]) required 9 neurons 

and 75 weights; optimization process was also very sensitive to the primary conditions. According to Wah and 

Shang [20], the chance of finding a good local optimum using a large data set is higher compared to using a small 

one. It is due to the fact that small data is strongly uneven. Therefore, it is easier to achieve good results using one of 

gradient-based methods in larger data.  

 

Total optimization should specifically be useful for smaller data. Using global methods should also improve total 

rules which have been extracted through neural networks [22].  

 

Few optimization techniques have been employed in neural networks so far. Most of techniques have been only 

limited to research articles regarding physical, chemical, engineering, or financial problems. In present work, we 

have attempted to deeply investigate these global optimization techniques. 
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Investigating Optimization Techniques:- 
Monte Carlo  

In the simplest method of Monte Carlo (MC), a new vector of P parameters is randomly produced by changing only 

one single parameter or a group of parameters. This change for optimizing neural data structures may include adding 

or omitting a relation or a neuron with several relations and might be followed by gradient-based optimization.  

 

By using gradient-based optimization regarding MC optimization, obtaining global optima is not guaranteed; 

although, it is relatively fast. After producing and optimizing a certain number of data, the best ones are selected and 

employed in cross-validation test. This method is not as complex as Genetic Algorithm and its implementation is 

easier. Another technique is to use a separate set of discontinuous parameters of Pa and continuous parameters of Pw 

(i.e. weights and biases) and both are optimized using Monte Carlo method. In this case, selecting architecture is 

followed by slower search for global optimization of cost function. After adequate yet long time, producing 

parameters randomly leads to exploring global parameter space but, if the number of parameters is high, 

computations time may be prohibiting.  

 

Although in MC parameters are randomly selected, they may be extracted from probability distribution and total 

constraints may be easily implemented in favor of small data. Another technique is to use quantized weights and 

biases during MC search which is followed by short gradient-based optimization (without quantization). An 

interesting development in MC method was proposed by Dittes [23] regarding N interacting spins but this method 

has a general use. Energy or optimized error is a set of a spin conditions. Additionally, interacting conditions of two 

spins are supposed to be interacting conditions of K
2
- spin. 

 

A total set of energy functions with the assumption of K=1…N is defined as spin energy. Global Optima was 

searched for all these energy perspectives: probability distribution was defined for parameter changes and selecting 

one of the perspectives. Energy for each of these perspectives should be appropriate for total energy but local 

minima should be in another place. The superiority of this method, particularly for difficult optimization problems 

was shown    compared to other MC methods with its application in several spin glass and traveling salesman 

problem. Regarding neural systems, the proposed method sits somewhere between online optimization method and 

batch training. In online methods, parameters are set after displaying each new vector; however, in batch training, 

parameters are changed at the end of a period in which all optimizations have been presented.  

 

This method can be applied along with every other method which determines adaptive parameters change such as 

genetic algorithms or simulated annealing. Besides error value, this method attempts to use configurations of various 

training data vectors as well. This method has not been tested in neural networks so far.  

 

Simulated Annealing and Its Variants:-  

This method was introduced by Kirkpatrick et al. [12] in 1983. Simulated Annealing (SA) has been inspired from 

annealing crystals which reach to the lowest level of energy, the complete crystals which are very slowly annealed. 

This method is practically very difficult; even very good crystals may have some defects, which indicate the 

difficulty of total optimization process such that even nature faces problems in this regard. High temperature allows 

atomic configurations to reach a higher state of energy and overcome energy borders and prevents internal stresses 

due to defects. Simulated annealing has been used in many applications in all branches of science and technology. In 

fact, simply, simulated annealing method adds an important sampling in accordance to Boltzmann distribution (in 

thermodynamic) to select new parameter vectors. This fact causes to complete adaptive parameters vector of P = 

(P1,…,Pn)from the initial value to optimum value of error function. Figure below shows a one-dimensional cost 

function optimization by SA. 
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Figure 1:- Simulated Annealing optimization of a one-dimensional objective function 

 

Mean-field Annealing (MFA) is a well-known approximation for stochastic search which is obtained for quadratic 

errorfunctions of quenched variables. However, MFA methods are easily used in problems such as Hopfield to 

optimize their energy; they also show good but unexplained performance for quadratic error function or quasi-linear 

functions which is used for MLP or other feed-forward networks data.  

 

Adaptive Simulated Annealing:- 

Adaptive simulated annealing (ASA), previously called very fast simulated reannealing (VFSR) [25] employs a 

different probability distribution for various parameters [24]. SA is not popular among neural data researchers who 

work on MLPs. Except than the interesting article of Engle [27] in which adaptive parameters are separated and 

presented, harmonic data and Boltzmann machines are based on simulated annealing method [28 and 29]. 

SA with Gibbs sampling technique is used in Bayesian methods for neural networks [30]. In a study [31], it was 

revealed that MFA in neural networks outperforms optimization techniques. SA method is employed for solving 

inherent optimization problems in vector quantization methods [33], feature weighting in (learning vector 

quantization) LVQ data [34], probabilistic networks optimization [36], and recursive neural networks with chaotic 

behavior [37].SA can be also combined with Dittes method which has not been yet implemented. SA, in most of 

optimization problems, has showed better performance compared to other methods [24 and 36].  There is a need of 

further investigation regarding ASA application in neural networks. 

 

Alopex:- 

In Alopex algorithm, a certain type of simulated annealing is used [39]. Alopex algorithm is based on various simple 

ideas which compete with back propagation algorithm.  

 

Alopex algorithm has been tested on few issues so far and has resulted in promising manner. For example, it has 

been used to solve parity problems as well as all standard machine learning benchmarks: it solves three problems of 

Monk [40] with the accuracy of 100% (except than MLP2LN method [22 and 41], it is the only data which has been 

able to fulfill this work); however, no report of noisy data results in the real world has been presented.  
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Reactive Tabu Search:- 

Reactive tabu search is based on a very simple idea [42 and 43]. This search starts with a random point and the best 

primary movement is selected. Maintaining search path and preventing system from revisiting identical areas, cycles 

are avoided. Reactivetabu search was used on many combinational optimization problems which obtained promising 

results. To distinguish interesting events in optimization, high energy physics was used [24] and the best results 

were obtained for presenting one-bit weights (which was interpreted as weight values of Wi=±5). Generalization 

levels reached to 90% while in MLP, standard has only reached to 62%. 

Unfortunately, the researcher had no effort to embed zero weight values. Results show that in a large data, search 

space exploration may be more important than finding precise values for weights. 

 

MultisimplexMethods:- 
Linear least square SIMplex (LLSSIM) is another interesting method in global optimization which is based on 

multisimplex optimization. This method has been recently proposed by Gupta et al. [45]. They reported remarkable 

results of using this method in neural networks.  

 

Multisimplex method is used for global optimization similar to multi-level-single-linkage (MLSL) stochastic 

methods. This method is a specific type of clustering method [46]. Here, a cluster is defined as a set ofpoints 

corresponding to a domain which includes only one optimum. Single-linkage methods evaluate functions over a set 

of sample points, find the best solution, impose local optimum, and create a cluster by adding some points in vicinity 

of the optimum. Some points of the primary sample are placed in the cluster (i.e. local optimization is placed in the 

cluster’s optimum) but the rest of them will be at a distance far from the critical point relative to the cluster (i.e. 

relative to the nearest point in the cluster). The farthest points should form a new cluster.  

 

Therefore, space is divided into two clusters or two basins of attractors in local optimal gradient dynamics. The 

ample set is constantly expanding; so, even finite sampling method within each cluster will be also obtained as a 

result of all optimums.  

 

In MLSL method, local optimization is applied in all points which were sampled at the beginning unless they are 

closer than the critical distance. This method has not been used in neural networks so far.  

 

Global-Local Hybrid Optimization Methods:- 

Baba [47] and Baba et al. [48] described the first hybrid algorithm for total optimization in neural networks. 

Conjugate gradient method with linear search is employed to find a local optima. It is changes into a global mode 

when error reduction reaches below a threshold to escape the local optima. When error reduction is not significant, 

local optimization is re-triggered. Baba [47] employed random optimization method of Solis and Wets. This method 

guarantees convergence to global optimum.  

 

This algorithm converges towards global optimum by utilizing probability. Application of local optimization in 

neural networks was the first method which used SCG and started from weights in ±0.77 interval. Random lines 

always start from origin (in RLS algorithm, these lines are generated from Wi). One of the most effective one-

dimensional search techniques is called P
*
 [15].This technique uses a complex strategy and creates a statistical 

model (Weiner process) to estimate position of local optima as well as a quadratic estimation to find the final value. 

The length of the line is scaled with a factor appropriate with Gaussian distributed variable; while, components are 

randomly and uniformly selected in a specific interval. Therefore, the most of generated lines are relatively short.  

 

The cost of global strategy, compared to the cost of local searches, is relatively low in P
*
 method (usually about 

10%). The most important parameter which may be changed by user is weights interval (in some experiments, even 

±10 is very low and it depends on preprocessing of the input data). 

 

Smoothing Algorithms:- 

Smoothing algorithms are designed and used for optimal search of potential energy functions [58]. The idea behind 

these algorithms is to smooth out the objective function into a simpler function. By deforming the potential energy 

using the smoothing procedure, the potential wells evolve, they become shallower, and their positions and shapes 

gradually change. Eventually, one ends up with one well that corresponds to the global minima.  Therefore, the 

global minima of the evolved hypersurface can be found using any local optimization methods. As said before, 
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position of newly formed global minima might have been changed. This issue is resolved by proposing a revising 

procedure. 

 

This method has been employed in some of physics-chemistry problems [58]; however, it has not been used in 

neural networks so far. The ability of computing high-order derivatives is systematically needed for direct use of 

exponential operator. Diffusion equation can be solved in specific cases, for example, in error functions of 

polynomial (the mix of polynomial factors multiplied by exponential factors) which is not related with neural 

networks approximately. Other methods which use optimization in physics-chemistry should be investigated as well 

[59. 60 and 61].  

 

Branch and Bound Methods:- 

Branch and bound methods present lower borders in target function. They are similar to discrete minimization 

methods which are used in combinatorial AI searches [62]. The history of branch and bound methods (B & B) is 

explained in [63]. One of the advantages of using these methods is that they need no information about objective 

function and can be combined with many exploratory techniques to discover search space. These methods may 

determine error level and obtain local optimal and saddle points in vicinity of global optima which can be useful in 

some applications.  

 

This problem is called root problem across the domain. To compute upper and lower bounds, a method should be 

defined and if both borders are in accordance to current problem, an optimum has been determined; unless, domain 

is divided into smaller sub-domains and borders are investigated for them. A graph with search nodes is defined and 

expanded recurrently. Finding a local optimum in some of sub-domains makes it possible to omit pruned tree and all 

nodes with lower border found at the top of local optimum.  

 

Implementation of these methods for neural optimization has not been clearly expressed in literature. 

 

Interval-Based Methods:- 

Interval-based method [64] in which information about objective function in a box, cone, or simplex-shaped areas is 

available, is another interesting topic that can be employed in combination with branch and bound (B&B) methods. 

Interval computations are getting more popular day by day. They have been also developed as toolboxes and 

extensions of Fortran 90, Maple and Mathematics. Interval methods which are used for global optimization are 

occasionally faster than point methods.  

 

List of boxes includes local and total optimums. Hansen [64] modified this algorithm and added various techniques 

to it to omit some parts of boxes. Recently formulated Back-Boxing method seems to be the most effective interval 

computations and rectangular parts-based partitioning. This method is used with constrained damped Newton’s 

method for real local optimization. Using this local method is necessary since branch and bound algorithm spends 

most of its time to local optimums. Newton’s method needs to compute Hessian interval. However, applying it in 

neural networks is relatively costly.  

 

Back-Boxing is the process of identifying a box where error function is convex. Finding the largest box is a non-

trivial issue. Boxes around inflection points are avoided. In this algorithm, there are three types of boxes. First, 

boxes with uncertain content; second, boxes minimized to the smallest size possible and contained optimums, and 

third, a list of convex boxes with convex error function. The algorithm itself is fairly complex and has been 

explained in details in [63].Global optimization methods have not been employed in neural networks by researchers; 

however, their implementation on Neural Networks is not much complicated. Interval computations have been 

reported to be used for missing values in classification and regression [65] but the author used only local 

optimization methods.  

 

Genetic Algorithms:- 

It seems that the high popularity of Genetic Algorithms (GA) in neural data optimization is originated in biological 

motivations of these two methods although, in practical applications, it does not matter whether there is a biological 

motivation or not. Genomes mutations for acceptable local optima is similar to random stages in Monte Carlo 

algorithm. Therefore, it seems that “survival of the fittest” can play a fruitful role, especially that crossovers increase 

the probability of leaving local optima. A schematic diagram of GA is depicted in  
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Figure 2:-  GA procedure flowchart. 

 

However, unlike simulated annealing method and some other Global Optimization methods, GA methods do not 

guarantee global convergence. Therefore, the results obtained from genetic algorithms should be compared with 

other Global Optimization methods, since its performance is not guaranteed with Neural Networks. 

 

However, success of Genetic Algorithms depends on precise analysis of the problem. One of the main applications 

of GA is when problem is defined on a large space [11, 66, 67, and 68]. GA is inspired from adaptive and 

optimization capabilities of natural species.  

 

Compared to other methods, GA has a remarkable ability to explore discontinuous spaces in solutions (which is 

common in most of global optimization methods but gradient-based methods lack this capability). Also, GA has 

knowledge of optimal points history and domain-based information.GA techniques explore in parameters space 

which is guided by a fitness function and look for other optimal points in parallel and do not focus on only one  local 

minima. MLP data is the most common among various kinds of data model. They are common due to their proven 

ease of use [70, 71 and 72]. The efficiency of optimization and the quality of generalization are related with a strong 

relation with neural data topology.  

 

The number of neurons, their organization in layers as well as their connection scheme will have a significant effect 

on data optimization and their capacity for generalization [73]- [76]. Using inappropriate data architecture influences 

the performance of various factors such as optimization time, convergence, and generalization capacity. Genetic 

connectionism based on evolution and optimization in a system is performed through combining connectionist 

methods and genetic search techniques. Evolving neural networks have been employed in some research projects 

[69, 73]-[88]. 
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Based on level and method of integrating connectionist and GA methods, these methods can be divided into four 

groups. The first group consists of methods which use GA for preprocessing of Global Optimization [89, 90]. The 

second group uses GA for neural network optimization which typically consists of weights optimization in a neural 

data with predefined topology [81, 83, 91]-[94]. The third group uses GA to select typology of neural data [75, 79, 

84, and 95]-[98]. Finally, the fourth group is a combination of the three mentioned groups [99 and 100]. 

 

Supportive Methods:- 

In supportive methods, GA(s) are used to help neural networks and vice versa, i.e. neural networks are used to 

optimize GA. There are some instances in the following: 

 

Neural Networks Help to Genetic Algorithms:- 

XROUTalgorithm was developed by Kadaba et al. [117 and 118] to remove vehicle routing problem. This problem 

includes optimizing the distance driven by a vehicle with allocating stopping points and servicing orders 

To select the optimal route, parameters were simulated by chromosomes. Neural networks were used to generate 

primary population in two searches which were performed by GA.  

 

Genetic Algorithms Help to Neural Networks:- 

Genetic algorithms can be used to support Neural Network researches: 

1. Selecting input optimizers or changing feature space  

2. Selecting an optimization law for data and its parameters  

3. Analyzing a neural data [90 and 119]. 

 

Optimization preprocessing:- Kelly and Davis [120] employed GA to find rotations of data vectors and scaling 

factors for each attribute which cause to improve classifier performance. Other methods focus on reducing 

optimization space. Chang and Lippmann [121] also used GA to reduce space of data. This algorithm builds a set of 

new input optimization from the main set; for example, polynomial functions generate new features of raw 

optimization. Drabe et al. [122] employed GA to cluster subtasks of a complex task which had to be learnt by neural 

data. This research is a rare study which attempts to employ neural networks in optimization-related complex 

problems. GA(s) are often used to select features before MLPS optimization [123], Kohenen data, and/or 

quantization vector algorithms[see 87]. 

 

Modifying optimization rules and parameters:-Belew et al. [96] used GA to determine learning coefficient and 

momentum for MLP data optimization. Convergence speed was improved compared to hand-assigned values. Harp 

et al. [79] employed GA to dynamically modify learning coefficients based on the number of epochs. Schafier et al. 

[85] compared learning coefficient, momentum and connection weights. Chalmers [78] encoded optimization law in 

a chromosome and changed this law by observing the performance of previous epochs. GA has been also employed 

for initializing radial basis networks [124 and 125] and optimizing cellular neural networks [126]. 

 

Neural data analysis using GA:-Optiz and Shavlik [127] used GA to describe the behavior of neural networks 

through defining a function relating input and output data. 

 

Collaborative Methods:- 

The idea of optimizing data using GA during optimization process is very popular [79, 83, 85, and 128]. Genetic 

Algorithm techniques were used to determine connection weights by mean-square quadratic error function as an 

adaptive function. However, it was a time-consuming process; even if some exploratory methods had been used to 

reduce computation time. Other total optimization methods in neural networks are exclusively used for error 

function optimization. A more natural method to combine genetic algorithm and neural networks is to use genetic 

search methods to find an optimum data topology. 

 

Hybrid Methods:- 

Methods that use GA to modify neural data connections weight, compared to back propagation-based methods, have 

less efficiency and higher computation cost. Another probable use of GA is initializing adaptive parameters as well 

as determining learning coefficient and momentum. In some applications of neural data where using back 

propagation is not possible, e.g. in recurrent data, GA presents an alternative solution for gradient optimization 

algorithms [129].  



ISSN: 2320-5407                                                                                  Int. J. Adv. Res. 4(9), 1668-1686 

1676 

 

Applying GA has resulted in promising results in MLP data topology optimization [80, 93, 104, 121, and 130], RBF 

data parameters optimization and Kohonen data structures [131 and 132].The characteristic of a mapping function 

which encodes data in a strain of genomes has been recognized as “a chromosome” and does not such optimization. 

Some encoding methods of MLP data have been used in chromosome [84, 86, 103, 133, and 134] and some of them 

will be discussed in the following.  

Defining an adaptive function that considers various aspects of a hybrid optimization system is another important 

problem. Before discussing on this subject, a process of genetic search process in an optimal neural data is 

described. 

 

Particles Swarm Optimization (PSO):- 

PSO [149 and 150] has been inspired from evolutional computations and artificial life. It is highly different from 

Genetic Algorithm in a sense that each particle stores its best fitness value throughout the optimization process. 

Swarm refers to interactive points called “particles” that flow in a space of adaptive parameters. Each particle with a 

low velocity tries to optimize target function through a collaborative search processes. 

 

Also, it has not been proven that this method, compared to GA or even standard back propagation method, has the 

ability of convergence but is has shown higher velocity and ability to find better solutions [150]. 

 

Methodology:- 
Heuristic parameters were considered𝜂0 = 0.1,𝜎1 = 10−4,𝜎2 = 0.5,𝑚 = 0.9for all algorithms and3 ≤ 𝑀𝑘 <  15for 

all experiments which give us the best general results. This implementation was performed on a computer processor 

(3.2MHz, 2Gbyte RAM) using MATLAB Neural Network Toolbox version.  

 

For each tested problem, a figure is presented that summarizes the performance of investigated algorithms. The 

employed parameters are as following:  

 

MIN: the minimum number of epochs 

MAX: the maximum number of epochs 

MEAN: mean value of epochs 

S.D.: standard deviation  

Succ: simulation went beyond 100 experiments in predetermined error domain  

 

If an algorithm cannot converge in epoch limit, its failure is considered in neural network optimization but its results 

are not considered in analysis of the algorithm.  

 

Results:- 
N-Bit Parity Problem:- 

N-bit parity problem can be considered as a generalization of exclusive-OR (XOR) problem. N-bit parity problem 

optimizes a Neural Network to produce set of 2 modes. This problem which is usually used to evaluate the 

performance of an algorithm, has been a well-known benchmarking problem and recognized as a challenging 

problem for finding local minima.  

 

Here, two types of above mentioned problem, parity-2 and parity-5, are considered for this chapter benchmark test. 

All networks are based on hidden neurons in hyperbolic tangent activations and one linear output neuron. For parity-

2, neural networks with two hidden nodes and for parity-5, neural networks with seven hidden nodes were 

employed. Stopping criterion at the limit of 1000 and 2000 rounds for each sample was placed in error≤ 10 
-2

. 

 

Figure 1 shows the average performance of algorithms presented for parity-2 problem. Generally, quasi-Newton 

algorithms have shown the best performance since the least average value of epoch has been reported for 

convergence. It indicates highest rate of success in optimizing a feed forward neural network. Among these 

algorithms, B&B, compared to two other quasi-Newton algorithms, shows better performance in optimization. 

 

Regarding conjugate gradient algorithms, PSO shows the probability of successful optimization, demonstrating the 

lowest average number of epoch unlike other conjugate gradient algorithms. Additionally, it should be noted that 

PSO shows the highest probability (69%) in successful optimization of a recurrent neural. 
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Regarding the first-order algorithms, back propagation algorithms of B&B and PSO require least amount of 

computation in average epoch value and their results are also similar to those of the second-order algorithms.  

 

 

 

 
Figure :-. N-parity comparison. 

 

Alphabetic Font Learning Problem:- 

The problem recognizing letters is one of the oldest problems in evaluating the performance of a neural network 

learning algorithm. In terms of binary values, each letter has been defined on a 5×7 grid. Each network is based on 

30 hidden neurons in terms of logarithmic structures and 26 neurons in terms of linear output. When error≤ 10
-1

in 

predetermined limit of 2000 epochs, optimization is considered successful. However, due to big size of the network, 

quasi-Newton algorithms could not be applied for this specific topology.  

 

Figure 2 shows a comparison of the performance of algorithms presented in alphabet font problem. All algorithms 

show a high probability (100%) of successful optimization in both architectures of the network. Therefore, 

computational cost is probably the most appropriate index for measuring the efficiency of algorithms. The 

performance of PSO, in terms of average number of epochs, is better than other algorithms. Especially, the required 

average number of epoch is seven times less than others unlike the classic conjugate gradient algorithm that show 

84% improvement at order. Therefore, PSO provides faster and more stable optimization (Figure 2). Regarding the 

first-order algorithms, back propagation algorithms of B&B and PSO, compared to other first-order algorithms, 

show less (34% to 97%) average number of epochs. 
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Figure 2:- Alphabetic font learning problem. 

 

Monk Problem:- 

Monk problem is a collection of three binary classification problems relying on robot domain in which robots are 

described with various attributes. The problem of Monk has been presented with three variable models: 

1. Monk-1: includes 124 schemes which were randomly selected from dataset for optimization and 308 remaining 

schemes were used for generalization testing. 

2. Monk-2: consists of 169 species which were randomly selected from dataset for optimization and the rest were 

used for testing.  

3. Monk-3: includes 122 schemes for optimization and the rest were used for testing.  

 

In simulations, neurons of hidden layer identical with the found number were employed. The figure presents 

simulation results for Monk-1 problem. In both architectures of network, back propagation and momentum could not 

converge at predetermined error limit. Quasi-Newton algorithms show the best performance since it has a significant 

rate of success (100%) and requires the least average number of epochs. Notably, B&B has a better performance 

than SM. 

 

In general, conjugate gradient algorithms showed the worst performance among the second-order algorithms 

although the performance of PSO was better than other conjugate gradient algorithms (shows approximately 70.8% 

to 76.5% less average number). 
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Regarding back propagation variable models, it should be reminded that variable learning rate has a significant 

effect on the improvement of back propagation efficiency, especially adoption with B&B and PSO stages [14]. 

Additionally, it should be noted that using non-monotone strategy has a considerable effect on all algorithms. Figure 

3 compares the performance of ASA and ALOPEX and the performance of HCG and B&B considering number of 

epochs.  

 

 

 
Figure 3:- Monk problem. 

 

Generalization performance is a high impact factor in selecting an optimization algorithm. There are various 

techniques to prevent over-fitting and improve performance of an algorithm. As reported by previously conducted 

studies, these techniques have been fruitful in most of applications. However, their success highly depends on user’s 

selection of proper algorithm and proper regulation. Also, heuristic parameters optimization depends on primary 

weights or optimization set size.  

 

Performance of all algorithms strongly depends on the architecture of network. As expected, all algorithms show 

better generalization results by optimizing a recurrent neural network. As revealed, PSO is an excellent explorative 

algorithm which can properly classify most of input schemes for each variable model in Monk problems. 

 

Regarding the generalizability of quasi-Newton algorithms, it should be noted that B&B has a better performance 

than other quasi-Newton algorithms. Furthermore, obtained results revealed that integrating monotone strategies in 

each optimization algorithms can significantly improve their performances.  

 

Discussion and Conclusion:- 
In the present study, we embedded several optimization algorithms but most of methods have been described in 

mathematical research articles. All of these methods cannot be appropriate for neural networks optimization. Cutting 
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planes, successive approximation, and successive partitioning methods are generally used to make optimization 

concave [145]. The way of applying these methods in neural networks is not clear; so, they have been omitted here.  

 

In this technical report, we investigated the performance of two proposed algorithms, compared them with various 

descending gradient methods and analyzed their modification and change to optimize two different types of neural 

networks in classic artificial intelligence problems. 

 

In general, self-scaled HCGand conjugate gradient algorithms showed the best optimization performance. Regarding 

self-scaled non-monotone HCG which was adaptive and modified, numerical experiments showed that applying 

scaling factor [28] instead of scaling factor [26] has more effect on the performance of classic HCG algorithm in 

combination with non-monotone adaptive strategy.  

 

Regarding conjugate gradient algorithms, we found that adaptive spectrum conjugate gradient algorithm has a higher 

probability in successful optimization and needs less computational cost. Moreover, it leads to quite desirable 

solution such that the final weight vectors presented averagely was improved in terms of generalizability and had no 

need to heuristic parameters with fine tuning which depend on problem, e.g. learning rate. Therefore, we concluded 

that scaling gradient by scaling parameter [5] and integrating with an adaptive non-monotone strategy is desirable 

and satisfactory.  

 

Further, we revealed that the performance of the second-order algorithms, especially conjugate gradient algorithms, 

have been balanced using line search. Using various and more advanced techniques of line search [11, 13 and 34] 

leads to a significant improvement in the performance of these algorithms [34].  

 

The simulation results showed that non-monotone strategy and adaption with various learning rates significantly 

influence practical behavior of back propagation and conjugate gradient algorithms. Accordingly, we observed a 

significant improvement in the performance of classic computational algorithms, more stable learning, and higher 

probability for a acceptable performance.  

 

Quantitative methods in total optimization in neural networks were and resulted in various outcomes. There are 

challenging problems in testing total optimization algorithms. In some of these tests, local optimum numbers have a 

high exponential growth.  

 

Ingber and Rosen [38] compared SA and genetic algorithms in functions with local optimums of 10
50

. However, 

since non-linear optimization problems are significantly different with each other, a method which works well for 

some problems may do not show a good performance for other problems. Since there are few studies on the 

application of these methods in neural systems, it is difficult to select one of these methods as a superior one.  

 

Unfortunately, there is no available systematic comparison of these methods. Ingber [24 and 38] compared ASA and 

GA I a set of problems which are usually used to test genetic methods. In all cases, ASA had a better performance 

over GA. 

 

Another comparison with GENECOP in Michaleicz was performed on a set of Colville problems in which SAS 

showed a better performance. Comparing ASA with other simulated annealing methods also showed the superiority 

of this method. However, since both ASA and GA have many parameters, it is very soon to conclude that ASA is a 

better method.  

 

Tabu search has been employed in various problems [43]. Dynamic hill climbing (DHC) is another interesting 

optimization method which seems has convergence results consistent with simulated annealing method [24]. 

 

Compared to other multistart gradient methods, GA rarely has better performance [147 and 148]. RasID algorithm 

has been used in only one real problem so far [48] which had a better back propagation performance in adaptive 

optimization and momentum amount.  

 

The results of NOVEL [20] and applying some other optimization methods in two spiral problem and several 

problems were compared. These comparisons included simulated annealing (SIMANN from Netlib library but 

without adaptive SA), two genetic algorithms of GENOCOP (for Michalewicz [11]) and LICE (for LICE [15]), 
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GRAND-MS using several random initialization points following descending gradient, TN-MS (the shortened 

Newton method with multistarts, and neural algorithm of cascade correlation constructive with random 

initialization).  

 

Better results were obtained within less than 20 hours of computations on Sun SS 20/71 station [20] that was 

presented for 3 to 6 hidden units or 18 to 42 adaptive parameters. 

 

In all the cases, NOVEL algorithm with accurate results (80% to 100%) in test set found the best results and then, 

SIMANN method was placed at the least interval. We can conclude that ASA employment in an identical problem 

can be followed with better performance since ASA had a significant progress in standard simulated annealing. 

 

TN-MS also achieved the best third results. The test results were below 90% for 6 hidden neurons. Cascade 

correlation was placed at the fourth order such that it has 75% accurate response for 6 hidden neurons; however, 

only for 3 hidden neurons, only 20% was obtained while NOVEL and SIMANN obtained 80%.  

 

Genetic algorithms obtained the worst results such that in all cases, the results were below 60%; therefore, they 

could not find a good solution. NOVEL on Sonar, Vovel, NetTalk optimization set, and parity-10 of UCI were also 

tested using hidden units. As a result, they achieved very good results and placed before TN-MA only in one case.  

 

According to these comparisons, we conclude that genetic algorithms are often combined with neural systems and 

usually, they cannot be the best solution for total optimization problem and neural architectures optimization. Still, 

there are few experiences of other methods and most of total optimization models have not been yet tested. 

Undoubtedly, in near future, total optimization methods employment in neural systems will find a great importance 

and our studies can pave the way for dynamic researches in this regard.  
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